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Abstract—A high-power broadband 260-GHz radiation source
using 65-nm bulk CMOS technology is reported. The source is an
array of eight harmonic oscillators with mutual coupling through
four 130-GHz quadrature oscillators. Based on a novel self-feeding
structure, the harmonic oscillator simultaneously achieves the op-
timum conditions for the fundamental oscillation and the 2nd-har-
monic generation. The signals at 260 GHz radiate through eight
on-chip slot antennas, and are in-phase combined inside a hemi-
spheric silicon lens attached at the backside of the chip. Similar
to the laser pulse-driven photoconductive emitter in many THz
spectrometers, the radiation of this source can also be modulated
by narrow pulses generated on chip, which achieves broad radi-
ation bandwidth. Without modulation, the chip achieves a mea-
sured continuous-wave radiated power of 1.1 mW, and an EIRP
of 15.7 dBm. Under modulation, the measured bandwidth of the
source is 24.7 GHz. This radiator array consumes 0.8-WDC power
from a 1.2-V supply.

Index Terms—CMOS, EIRP, harmonic oscillator, on-chip slot
antenna, self feeding, signal source, silicon lens, spectroscopy,
terahertz.

I. INTRODUCTION

C MOS circuits working in the millimeter-wave and ter-
ahertz (THz) frequency range (100 GHz 1 THz) are

gaining increasing attentions, due to their promising applica-
tions in security, biomedicine and communication areas [1]–[3].
In specific, recent works have demonstrated fully-integrated
image sensors working up to 1 THz [4]–[9], and wireless data
links over 200 GHz [10], [11]. For these applications, a signal
source that can generate high radiation power to overcome large
propagation loss at this frequency range is a critical building
block. Unfortunately, it is well known that a “terahertz gap”
exists, which keeps the generated terahertz power low. This
is because such frequency range is too high for electronics,
while too low for optics [12]. In the context of CMOS tech-
nology, such difficulty is mainly attributed to three factors:
(i) In spite of the aggressive scaling-down trend of CMOS, the
maximum frequency of oscillation, , of the transistor is
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still below 300 GHz, especially when the device interconnects
are included. This sets a theoretical limitation, beyond which
no fundamental oscillation nor power amplification is possible
[13]. (ii) The thinner gate oxide in the advanced technology
node results in lower breakdown voltage. This severely reduces
the device output power, which is strongly correlated to the
voltage swing. (iii) The passive metal structures fabricated in
CMOS have high loss, especially with the presence of the lossy
silicon substrate. The challenge lies in the thin metal layers and
the thick, lossy silicon substrate (to be discussed in detail in
Section IV). Because of these drawbacks in CMOS, high-power
terahertz generation is more commonly demonstrated in III-V
compound semiconductors. For example, using InP HEMTs, a
650-GHz power amplifier module with 3-mW output power is
reported in [14]. In [15], 4.2-mW output power is demonstrated
with a 600-GHz GaAs diode frequency tripler when cooled to
120 K (1.8 mW at room temperature).
In addition to the signal power level, another challenge in

CMOS THz sources is the output frequency bandwidth. It is es-
pecially important for material identifications using THz spec-
troscopy. For example, prior research shows that many types of
hazardous gas (e.g., methylchloride [16]) and warfare chemical
agents (e.g., sarin [17]) exhibit vibrational resonance between
200 GHz to 300 GHz. To obtain such spectrum, a broadband ra-
diation source is required.
To overcome the cutoff frequency limitation in CMOS, the

device nonlinearity and harmonic generation are utilized in
prior works. The signal sources based on such principle can be
further divided into two categories: (i) frequency multipliers
and (ii) harmonic oscillators. The frequency multipliers nor-
mally have both high output power and bandwidth. In [18],
the 180-GHz active doubler achieves 0-dBm output power
and 11.1%-3-dB bandwidth. In [19], [20], these performance
metrics achieved by a traveling-wave doubler at 275 GHz are
6.6 dBm and 7.8%. In the 480-GHz passive doubler in [21],

the measured output power and frequency range are larger than
6.3 dBm and 4.2% (limited by testing equipment). However,

these multipliers need a large-power and wide-tuning-range
fundamental signal source to drive, which is another challenge.
In comparison, the second nonlinear circuit category, i.e., the
harmonic oscillator, has the advantage of being self-sustain-
able. The reported output power is competitive to that of the
frequency doubler, especially with multi-cell power combining.
The 482-GHz triple-push oscillator in [22] achieves 7.9-dBm
power. The coupled oscillator in [23], [24] achieves 1.2 dBm.
Normally, there is significant power loss in the process of radi-
ation. Nevertheless, the 16-element 280-GHz distributed active
radiator (DAR) in [25], [26] still achieves a radiated power of
7.2 dBm and an EIRP (effective isotropic radiated power)
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of 9.4 dBm. Utilizing a pair of triple-push oscillators and a
differential ring antenna, a high radiated power of 4.1 dBm
at 288 GHz is reported in [27]. Despite this progress, large
frequency tuning in harmonic oscillators remains very chal-
lenging. This is mostly due to the lossy MOS varactors used
in the resonance tank. In [24], the variable-coupling solution
effectively reduces such loss, and achieves a tuning range of
4.5%. Although this is the highest tuning range in prior CMOS
THz oscillators, it is still insufficient for THz spectroscopy.
In this paper, we describe the design of a 260-GHz CMOS

pulse radiator array, that was first presented by the authors
in [28]. In Section II, the architecture of the array based on
a narrow-pulse modulation scheme is described. Then in
Section III, the key of this work, a novel self-feeding harmonic
oscillator structure, is discussed. We show that such structure
effectively maximizes the fundamental oscillation power and
2nd-harmonic generation efficiency. In Section IV, the designs
of other circuit blocks are presented. After the measurement
of the radiator array in Section V, a performance comparison
is given in the conclusion in Section VI. To the best of our
knowledge, this work demonstrates the highest radiated power
and EIRP among all CMOS sources of similar frequency range.

II. OVERVIEW OF THE RADIATOR ARRAY

To overcome the previously mentioned design tradeoff be-
tween the output power and bandwidth, a new system approach
is needed. We found that prior CMOS THz oscillators generate
only a single-tone signal, of which the frequency can be contin-
uously changed. Such scheme is common in the design of RF
transceiver circuits, and its counterparts in THz spectroscopy,
like quantum cascaded laser (QCL) [29] and backward wave
oscillator (BWO) [30], are popular too. Nevertheless, we should
not ignore another important optical-electro method that is also
widely used in the physics/optics community. Such method
is illustrated in a standard fourier-transform spectrometer in
Fig. 1. On the source side, a photoconductive emitter is excited
periodically by femto-second laser pulses. Upon each excita-
tion, the photo-induced current in the emitter semiconductor
flows through the differential antenna connecting the semi-
conductor, and causes radiation. Due to the carrier lifetime,
such radiation lasts for a few picoseconds, which corresponds
to a wide bandwidth ( THz). Such radiation is then used
for spectroscopy which simultaneously samples the molecule
response to all in-band frequencies.
In this paper, similar signal-generation principle is applied to

the design of our CMOS THz source, which is expected to re-
place the bulky and costly optical-electro source in Fig. 1. The
architecture of this source is shown in Fig. 2. It contains four ra-
diator units, which are placed on four sides of the chip symmet-
rically. Inside each radiator unit, there are two 130-GHz oscilla-
tors that generate a second-harmonic signal near 260 GHz. The
signal is then gated by a switch, before it radiates through a pair
of on-chip antennas. The switch is controlled by a narrow-pulse
train from a local pulse generator. Fig. 2 also shows that the two
harmonic oscillators inside each radiator unit are coupled with
90 phase shift at through a quadrature oscillator. This way,
the signal at from each radiator unit is differential. Such
coupling scheme facilitates the symmetrical placement of the

Fig. 1. In time-domain and Fourier-transform spectroscopy, broadband tera-
hertz radiation can be generated using ultra-fast laser pulses. Using similar prin-
ciple, the broad bandwidth can also be achieved through narrow-THz-pulse gen-
eration in CMOS.

on-chip antennas, and also enhances the switching capability as
will be shown in Section IV. Through the in-phase radiation of
the eight antennas, beam combining in free space is achieved,
which enhances the total power and directivity of the radiation.
From the signal analysis in Fig. 2, we see that since the har-

monic oscillators only need to generate a single tone signal,
the power–bandwidth tradeoff in Section I is avoided. This en-
ables us to use a new self-feeding structure which is dedicated
to generate high-power second-harmonic signal (to be shown
in Section III). With the pulse modulation, the output radiated
signal is still centered around , but has an available band-
width that is inversely proportional to the width of the control-
ling pulse (Fig. 2). Since picosecond pulse generation in CMOS
has been demonstrated [31], [32], such architecture has the po-
tential to achieve a bandwidth near 100 GHz, which is suf-
ficient to perform THz spectroscopy for some chemicals like
methylchloride and sarin [16], [17].
The capability of modulating the radiation makes this chip

also suitable for other applications, like terahertz data transmis-
sion and tomography. It can also pair with the THz image sen-
sors that do not have integrated Dicke switches [4]–[7], because
the source radiation needs to be chopped at MHz frequency to
avoid the flicker noise of the sensors.

III. HIGH-POWER HARMONIC OSCILLATOR:
SELF-FEEDING STRUCTURE

In Fig. 2, the harmonic oscillator inside the radiator array unit
is the most important part to realize high-power terahertz radia-
tion. In this section, we discuss several drawbacks of the tradi-
tional harmonic oscillators in terms of power generation. Mean-
while, a new harmonic oscillator structure called Self-Feeding
is presented. Harmonic generation relies on the transistor non-
linearity, which grows with the fundamental oscillation swing.
To maximize the oscillation, in the first part of this section, we
briefly revisit the classic optimum gain theory [22] with a dif-
ferent handling of the optimum gain amplitude. This then leads
to the basic structure of our proposed self-feeding oscillator.
What makes this structure practical is that we also give a rig-
orous (yet still concise) theory, that provides all values of the os-
cillator design parameters to precisely achieve the optimum gain
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Fig. 2. The architecture of the 260-GHz radiator array.

Fig. 3. The two-port network representation of a MOS transistor.

condition. After that, we change the focus to the harmonic gen-
eration, and show how the basic self-feeding structure evolves
into the final 2nd-harmonic oscillator, in order to greatly in-
crease the available harmonic power of the transistor.

A. Fundamental Oscillation: Optimum Gain Condition

In harmonic oscillators, there is no external load to the fun-
damental signal. In the steady state, all the fundamental
power generated by the transistor (denoted as ) is deliv-
ered and dissipated in the peripheral passive network. The net-
work is linear, so higher leads to higher voltage swing and
higher nonlinearity. To maximize , we start with the tran-
sistor modeling. The traditional lumped model, which contains
a transconductance cell and several parasitic components, is
complicated for the calculations of . Therefore, to optimize

, in [22] and [33] the transistor is modeled as a two-port
network with Y-parameters (Fig. 3):

(1)

The accurate values of (1) can be directly obtained through
S-parameter simulation of the foundry model or measurement
of the test structures. In this paper, (1) is obtained from the con-
version of the simulated large-signal S-parameters, in order to
more accurately capture the transistor behavior in oscillators.

Another advantage of such modeling is that is readily ex-
pressed as a function of the root-mean-square voltages and cur-
rents of the gate and the drain :

(2)

Having obtained the Y-parameters of the transistor, the cur-
rents are expressed as

(3)

Using (2), (3), and the defined gate-to-drain complex voltage
gain

(4)

we derive

(5)

In (5), and are the real (i.e., conductance) and imagi-
nary (i.e., susceptance) parts of , respectively. To maximize
the third term of (5), the optimum gain phase is [22], [33]

(6)

Fig. 4(a) shows the simulated optimum phase of an NMOS
transistor in a 65-nm CMOS process based
on (6). When frequency increases, extra phase shift
beyond 180 is required. As Fig. 4(b) shows, at 130 GHz
the optimum phase of 210 (or 150 ) provides a simulated
output power twice as much as the 180 does. Fig. 5(a)
intuitively explains this. First, a delay exists between the input
gate voltage and the output drain current . Such delay is
caused by the parasitic R-L-C network of the gate (denoted by

) and by the feedforward current through (denoted
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Fig. 4. (a) The simulated phase of the optimum gate-to-drain voltage gain of an
NMOS . The negative sign on the left y-axis represents the
delay from the gate to the drain. (b) The simulated (solid line) and calculated
(dashed line) of the transistor at 130 GHz versus varying gate-to-drain
phase shift. The amplitudes of and are 1 V.

by ). On the other hand, to maximize the output power of
the drain node, the phase of the drain voltage should align
with that of the drain current ; when is delayed with respect
to the gate voltage , the drain voltage should also be inten-
tionally delayed. The relation between and is represented
by the of the NMOS. And the simulated phase change of

in Fig. 5(b) closely matches that of in Fig. 4(a), which
validates such intuitive explanation. It is also noteworthy that
the in Fig. 4(a) is slightly affected by the large-signal
gate/drain voltage amplitude. In the large-signal S-parameter
simulation, changes from 25 to 30 when the gate/drain
voltage amplitude changes from 10 mV (small-signal) to 1 V
(large-signal). This is because in Fig. 5(a), the transconductance

is smaller under large-signal excitation, resulting in larger
. Finally, we also use the Y-parameters extracted from the

large-signal S-parameter simulation to calculate using (5).
In Fig. 4(b), the comparison with simulation result indicates that
the proposed method well predicts and optimizes .
In [22] and [33], the amplitude of the optimum gain

is derived by normalizing the output power
or . This however ignores the voltage limitation
of the oscillation swing. For example, when is greater
than unity , then as the oscillation swing grows,
the drain voltage saturates near first, and the gate voltage
only approaches . Therefore, even if is
maximized, is not necessarily the maximum that can be
achieved. To correct that, a variable range

(7)

is applied to the optimization of . The factor of in (7)
translates the root-mean-square (RMS) value to magnitude. In
(5), the amplitude and phase of are independent, so
in (6) is still valid. Then we substitute it into (5) and get

(8)

Fig. 5. (a) The extra gate-to-drain voltage phase delay caused by the gate par-
asitics and the feedforward current through . (b) The simulated of an
NMOS .

At maximum , at least one of and reaches
. Then, depending on the Y-parameters of the tran-

sistor, there are three possibilities for the parabolic curve of
(shown in Fig. 6), which lead to different values of :

(9)
It is noteworthy that in (9), it is not possible to have both
and larger than . This is because the fun-

damental oscillation frequency is always below the cut-off fre-
quency , and the unilateral gain is greater than unity,
which is equivalent to the condition [22]:

(10)

Normally, the transistor transconductance is much larger
than the device’s input and output conductances ( and ).
Therefore, Case 1 in (9) gives the maximum . Actually, the
transistor of the 65-nm CMOS process used in our work falls
into this category, so in our oscillator is unity. This is,
however, not always true. Case 2 and Case 3 may occur for
two reasons: (1) the device loss ( and ) increases as the
frequency approaches , and (2) the transconductance
decreases as the oscillation swing grows.
As indicated in Fig. 4(b), the 180 phase shift in conventional

push-push oscillators provides only half of the peak . The
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Fig. 6. Three possibilities for the parabolic curve of the output power in the
voltage-limited oscillation.

power is even less in the real layout, because the metal line be-
tween the transistors’ gate and drain causes the in Fig. 4(a)
smaller than . Using a triple-push structure, the oscillator
in [22] and [27] eliminates such problem. However, the gener-
ation of the third harmonic is normally weaker than that of the
second. Moreover, the output in the center of the triple-stage
loop [27] is hard to connect to the large-size on-chip antenna.
Finally, the structure does not facilitate the symmetrical cou-
pling in a power-combined oscillator array.
By observation, the transistor inside push-push or triple-push

topologies needs another transistor(s) (i.e., active network) to
form an oscillation loop. Having such active network around the
transistor is critical, because the oscillation frequency is so high
that the transistor becomes unconditionally stable. As Fig. 7
shows, at 130 GHz the stability factor of the transistor is 1.19,
and the simulated source/load instability regions, and ,
are outside of the circle . Therefore, any passive net-
work at the gate and drain cannot cause oscillation. Neverthe-
less, if we intentionally degrade the inverse isolation of the tran-
sistor, by inserting a self-feeding transmission line between the
drain and the gate, the transistor becomes conditionally stable,
as Fig. 7 shows. This means once the admittances of the passive
terminations at the gate and drain ( and ) lie inside the in-
stability region, the transistor is able to oscillate by itself. Such
concept leads to our proposed self-feeding oscillator structure in
Fig. 8(a), which contains a self-feeding line and two shunt com-
ponents and . Ideally, both and should be lossless,
but it is not the case in reality. So we assume to be lossless,
essentially modeling all loss to .
The stability analysis only determines whether the oscilla-

tion can occur or not, not how strong it is. So next, a rigorous
method is presented to give the values of the oscillator design
parameters ( , , and ), which precisely achieve the
optimum gain conditions ( and ) we derived pre-
viously. It is important to note that the electrical length
of the self-feeding line in Fig. 8(a) does not result in the same

Fig. 7. The simulated stability of a transistor with and
without a self-feeding line. The stability factor of the network is . The circles

and are the stability boundaries of the terminations of the transistor gate
and drain , respectively. When the locations of and on the Smith

Chart are inside of the instability regions, the circuits oscillate.

Fig. 8. (a) The basic block of the self-feeding oscillator structure. (b) The two-
port network analysis of the self-feeding structure, which is decomposed into
three subnetworks , and .

voltage phase shift , because in addition to the traveling
wave, standing wave also exists inside the line.
First, the whole circuit is considered to be a two-port network

with Y-parameter , which relates the external currents
and voltages (Fig. 8(b)):

(11)

The entire network is composed of three sub two-port net-
works, , and . They share the same voltages, and their
currents add up. Therefore, is the sum of the parameters
of the sub networks:

(12)

where the transmission line network is

(13)
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and the shunt components network is

(14)

Next, to solve for that contains all circuit design pa-
rameters, two conditions are applied to the linear (14). First, the
self-feeding structure in Fig. 8 is supposed to oscillate at funda-
mental frequency . For an oscillator that is a self-sustaining
network, the external currents and are zero. There-
fore, we get

(15)

The second condition relates to our goal: to achieve the op-
timum gain , which is, by definition, the ratio between

and . Therefore, (15) becomes

(16)

where and are the real and imaginary parts of ,
respectively. Based on (16), we get

(17)

which can also be expressed in matrix form after separating the
real and imaginary parts of each equation:

(18)

As assumed before, is lossless, so is zero. Then the
linear equations (18) are solved. In specific, for the transmission
line design, we get

(19)

In (19), the transmission line impedance and electric
length are coupled, and their relation is simulated in
Fig. 9. As we will show next, such flexibility is utilized to also
optimize the harmonic generation efficiency. In our work, we
choose to be 60 and to be 48 at 130 GHz ( 150 m
in physical length). The size of the transistor is ,
which is based on a comprehensive consideration of the output
power, layout, and the feasibility of implementing the of the
self-feeding line associated with the transistor size.

Fig. 9. The different combinations of and of the transmission line at
130 GHz to achieve the gain phase and the output power .

B. Harmonic Generation and Efficiency Enhancement
To extract the 2nd-harmonic signal out of the basic

self-feeding structure described above, the schematic of
the final harmonic oscillator in the 260-GHz radiator array is
shown in Fig. 10(a). Two self-feeding structures are coupled
through their feedback transmission lines . Then two
additional lines, , extract the 2nd-harmonic signals and
combine them at the output. The output node is a virtual ground
to the fundamental signal, thus reflects it back. This is because
the two self-feeding structures are designed to have differential
oscillation (to be discussed next). At , the short-terminated
lines (78 in length) also provide the susceptance
in (18). The susceptance of the gate shunt component is
provided by a pair of thick-gate MOS varactors. Such varactors
have a quality factor of 6 7 at 130 GHz (zero bias) and a
dynamic cut-off frequency of 870 GHz [21]. Besides, their
capacitances are small (11 fF), so that in addition to the pulse
modulation, this source can also continuously change frequency
within a small range, without compromising the output power.
With the RF-block resistor (6.6 k ), the varactors present
high impedance to the common-mode signal at .
The above operation relies on the out-of-phase coupling

mode of the two self-feeding structures. In this mode, the
coupled lines present the even-mode impedance to
each transistor. Therefore, to achieve the optimum gain ,
we set to be 60 , and electrical length (at 130 GHz) to
be 48 , which are derived in the previous section. However, by
symmetry, the two self-feeding structures can also potentially
oscillate with in-phase mode, which is undesired. In our design,
this mode is suppressed. This is because in this mode, the cou-
pled lines present odd-mode impedance to each transistor,
and we made to be only 20 , which gives a gain far
from the optimum (thus smaller output power at ). Moreover,
the quality factor of the coupled lines in this mode is lower,
because the generated magnetic fields are partially canceled.
Next, we discuss the efficiency of harmonic generation in-

side a harmonic oscillator. When a transistor is driven by a large
voltage swing at the gate, its channel current is distorted, thus
harmonic currents are generated. This is the fundamental mech-
anism utilized by almost all harmonic oscillators. The magni-
tude of the harmonic current is mainly determined by the dis-
tortion of the current at , which is a function of the funda-
mental oscillation power and the transistor nonlinear I–V
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Fig. 10. (a) The differential oscillator based on the self-feeding structure.
(b) The desired out-of-phase oscillation mode. (c) The undesired in-phase
oscillation mode.

Fig. 11. The equivalent circuits of the NMOS modeled a power source at
in (a) an push-push oscillator, and (b) an oscillator where the gate signal is zero.

relationship .1 Since has been maximized
in Section III(a) and is a property of the device
itself, the current distortion, namely the harmonic channel cur-
rent, is modeled as an independent current source at (de-
noted as in Fig. 11(a)). Then, at , the transistor is con-
sidered as a power source, and the amount of available power at
the output load is

(20)

1The effect of on is represented by the at , and the effect
of is represented by the at . Therefore, these two effects are not
included in .

Fig. 12. The simulated of the NMOS inside a push-push oscillator, and
the NMOS with its gate grounded.

where is the real part (i.e., conductance) of the total in-
ternal admittance in shunt with . For harmonic oscillators,
it is important to have smaller to get higher .
For the transistor inside a push-push oscillator, the 2nd-har-

monic signals at the gate and drain nodes are equal in both
magnitude and phase (Fig. 11(a)). The transistor is therefore
diode-connected at . Unfortunately, for the transistor core
(without parasitic capacitances), such configuration increases

from to . Essentially, this is due to the negative
feedback path between the gate and drain. The simulated and
of the NMOS used in our self-feeding

oscillator are 3.2 mS and 24.7 mS, respectively. This means
in push-push oscillators the available harmonic power of the
NMOS core is reduced by a factor of 8.7. At the frequencies
of our interest, the parasitic capacitances are not negligible. As
Fig. 11(a) shows, the direct gate-to-drain connection shorts the
capacitor . However, , which is normally larger , is
in shunt with . This further increases and decreases

. Such degradation is even more significant with the
presence of the inevitable interconnect from the drain of one
transistor to the gate of another transistor (denoted as in
Fig. 11(a)). The final of the circuit in Fig. 11(a) is plotted
in Fig. 12, by simulating the total conductance of the diode-con-
nected NMOS. In addition to and , the parasitics domi-
nated by increase to 35.4 mS at 260 GHz. With an
of only 5 pH, the is further increased to 43.5 mS at

260 GHz.
The above analysis indicates that the reduction of the avail-

able harmonic power is mainly due to the presence of the 2nd-
harmonic signal at the gate. As a comparison, in Fig. 11(b),
the gate signal is shorted to ground through a bypass capacitor

. This way, the negative feedback path is eliminated, and
the output conductance of the NMOS core becomes . At high
frequency, is increased by , but since is smaller
than , such degradation is less than that in the push-push
oscillator case. As Fig. 12 shows, the simulated of the
NMOS in this case is 11.5 mS at 260 GHz. The available har-
monic power is therefore 3 4 times larger than that of
the push-push oscillator.
Similar gate isolation is implemented by the self-feeding lines

in our proposed self-feeding harmonic oscillator. As Fig. 13
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Fig. 13. The small, lossy impedance of the transistor gate is transformed into
a much higher one at 260 GHz through the self-feeding transmission line.

shows, the flexible choice of in (19) and Fig. 9 is utilized.
With the electrical length of 48 at , the coupled lines are
slightly over a quarter wavelength at . This quarter-wave-
length line is in series with the transistor gate, and in simula-
tion, the small impedance of the gate is increased by a factor of
3.5. Therefore, the signal path from the drain to the gate is
blocked. The waveforms in Fig. 14(a) are the 2nd-harmonic sig-
nals at the gate and drain from the harmonic-balance simulation
of the self-feeding harmonic oscillator shown in Fig. 10(a). It
can be seen that with the coupled-line-blocking, the signal level
at the gate is 8.5 dB lower than that at the drain. The simulated
output conductance, , of one of the self-feeding structures
(Fig. 13) is plotted in Fig. 14(b). The loss of the transmission
lines is included. At 260 GHz, is only 10.7 mS, which is
even slightly lower than that of the gate-grounded NMOS in
Fig. 12. This is because the and in Fig. 14(a)
are nearly out-of-phase, which create a negative conductance
through in the NMOS core and partially cancels the loss.
Lastly, it is also noteworthy that without the shunt gate ca-
pacitance, the drain is better impedance-matched to the extrac-
tion line in Fig. 10(a). So the signal at inside is
mainly traveling wave, which reduces the signal loss caused by
multi-reflection.
From above analyses, we conclude that in comparison to con-

ventional push-push oscillator, the proposed self-feeding har-
monic oscillator increases the fundamental oscillation power by
a factor 2, and increases the output conductance of the current
source at by a factor of 4. The simulated output power of
a single self-feeding harmonic oscillator is 0.82 mW. When the
antenna feed line and output matching stubs are included, the
output power is 0.6 mW. The simulated DC power consump-
tion of one harmonic oscillator is 49 mW from a 1.2-V supply.

IV. OTHER CIRCUIT BUILDING BLOCKS

In this section, the designs of other building blocks of the
260-GHz CMOS radiator array are described, which include the
130-GHz quadrature oscillator, the 260-GHz switch with pulse
modulation, and the 260-GHz on-chip antenna.

A. 130-GHZ Quadrature Oscillator

As is shown in Fig. 2, the eight differential self-feeding oscil-
lators are inter-coupled through four quadrature oscillators. The
schematic of the quadrature oscillator is shown in Fig. 15(a).

Fig. 14. (a) The simulated 2nd-harmonic voltage waveforms at the gate and
drain nodes of the self-feeding harmonic oscillator. (b) The simulated output
conductance, , of the self-feeding harmonic oscillator.

It is composed of four single-transistor amplifier stages con-
nected end to end. At the fundamental oscillation frequency
( 130GHz), the transistor is unconditionally stable .
Therefore, for each amplifier stage, the input and output trans-
mission-line networks are designed to achieve the simultaneous
conjugate matching [34] (Fig. 15(b)). This way, each amplifier
not only has the maximum available gain , but also has
a phase shift that is easily adjusted to 270 by changing the
lines between the stages [35]. The simulated of each stage
(including the loss of lines) in Fig. 16 (Mode 1) has a magnitude
of 2.1 dB at 137GHz,where the phase shift is 270 . Therefore,
the loop oscillates near this frequency with the desired quadra-
ture phase.
Unfortunately, the loop can also potentially oscillate in an-

other mode with undesired phase. As is shown in Fig. 16, at a
lower frequency near 100 GHz (Mode 2), the stage phase shift is
180 , and the gain is also larger than one. To address this issue,

in Fig. 15(a) the source nodes of MOSFETs in the two oppo-
site sides are combined, and a transmission line
at 130 GHz) is inserted between the combined node and the
ground. In the desired quadrature oscillation mode, the currents
in those two source nodes are out of phase, and cancel once
combined (Fig. 16). This way the line does not change the
operation described above. But in the undesired out-of-phase
mode, the two currents are in phase, and they flow into
after combined. The simulation results in Fig. 16 indicates that
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Fig. 15. (a) The schematic of the quadrature oscillator and (b) the simultaneous
conjugate matching of the stage.

Fig. 16. The simulated stage gain of the quadrature oscillator in the desired
quadrature mode (Mode1) and undesired out-of-phase mode (Mode2).

with such source degeneration, the stage gain in the undesired
mode (Mode 2) is suppressed below 0 dB. This circuit mod-
ification therefore selects the correct mode. In simulation, the
quadrature oscillator consumes 76-mW DC power.

Fig. 17. (a) Shunt switches based on MOSFET and MOS varactor, with the
imaginary parts tuned out by an ideal inductor. (b) Simulated OFF and ON
impedance ratios of PMOS, NMOS and MOS varactor.

B. Sub-Millimeter-Wave Switch and Pulse Modulation

Normally, MOS transistor is used for switching. However,
for frequency in millimeter-wave and terahertz range, the par-
asitic capacitors of the transistor significantly leaks the signal
when the channel is pinched off [36]. Note that even if the ca-
pacitance is tuned out by a shunt inductor, such leakage path
still exists, because the quality factor of the parasitic capaci-
tors in such high frequency is low. To evaluate the switching
capability of the device, the impedance ratio of the device in

and status is simulated, after the impedance imagi-
nary part is tuned out by an lossless inductor (Fig. 17(a). Obvi-
ously, high is desired. But Fig. 17(b) indicates that
such ratio for an NMOS decreases from 65 at 50 GHz to only
9 at 260 GHz. To make things worse, since the signal lines
to be switched carry the power supply ( ), only PMOS (in-
stead of NMOS) can be used. And the impedance ratio of PMOS
(Fig. 17(b)) is 4 at 260 GHz. Such low ratio leads
to an inefficient switching which reduces the power and band-
width of the pulse-modulated output.
On the other hand, the simulated of an n-type

MOS varactor in the same process is as high as 21 at 260 GHz.
This is due to several reasons. (1) The switching of MOS tran-
sistors relies on the resistive change of the channel, . To
reduce , larger channel width is needed, which
directly increases the lossy parasitic capacitance and reduces

. In comparison, a varactor switch utilizes the capacitance
change of the core (excluding the parasitics), which
is not limited by the device size. The parasitic capacitance of
varactor, therefore, is minimized. (2) At higher frequency, while
the of MOS transistor remains the same, the

of varactor is smaller, which partially compensates the
degradation of due to the smaller at higher
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frequency. (3) The silicon for current conduction in MOS var-
actors is in accumulation mode, while that in MOS transistors
is in inversion mode, which has more loss. In addition to the
above reasons, more analysis is to be done to fully explain the re-
sults in Fig. 17(b), because the nonlinearity and loss comparison
of different devices is highly dependent on process and layout.
The superior nonlinearity and loss performance of MOS var-
actor in the same process has also been demonstrated by another
480-GHz passive frequency doubler work [21]. In the schematic
shown in Fig. 18(a), a pair of MOS varactors modulates the dif-
ferential signals, which are driven by two self-feeding oscilla-
tors inside a radiator unit. So the varactor bottom control node
behaves as a virtual ground at . This way the large and lossy
parasitics, including the n-well to p-substrate capacitor and the
digital pulse generator output impedance, are invisible to the
260-GHz signal, hence the associated loss is eliminated. The
tuning inductors in Fig. 17(a) are absorbed into the design of
the output networks.
Near each switch, a local digital pulse generator is placed

to provide the control narrow-pulse train. Compared to the
single central pulse generator scheme, our solution minimizes
the dispersion caused by the long distribution network, which
smoothes out the sharp pulses. The schematic of the pulse
generator is shown in Fig. 18(a) [37]. A multi-GHz signal feeds
the inputs of a NOR gate through two inverter chains with a
small delay mismatch . The output of the NOR gate is
therefore a sharp pulse with width close to . The tran-
sistors of the pulse generators are 2.5-V thick-gate I/O devices,
which provide larger pulse amplitude to fully turn on/off the
varactor switches. The simulated differential output waveform
of one self-feeding oscillator pair, with pulse modulation, is
shown in Fig. 18(b). The pulse width is 45 ps, and in the idle
cycle, 80% of the radiation power is attenuated.

C. Slot Antenna and Radiation With A Silicon Lens

To radiate the high-power terahertz pulse, the on-chip
antenna should have broad bandwidth and high radiation effi-
ciency. However, there is normally a design tradeoff between
these two merits. To avoid the lossy silicon substrate, some
antennas like microstrip patch have a ground plane which
reflects the radiation to the front side. But in CMOS process,
the radiator plate and ground plate are so close 10 m , that
the resonance cavity they form has a very high quality factor.
Therefore the impedance matching bandwidth is only around
5% [4]. On the other hand, for the antennas without ground
shield, the bandwidth is greatly improved. But in this case, most
of the wave is absorbed into the silicon and travels towards the
back side. At the silicon-to-air interface on the back, the power
reflection rate for an incident angle is [38]

(21)

where the refractive index of the silicon is 3.45. The values
of and are and 1 for s-polarization, and 1 and
for p-polarization. Based on the calculated plots in Fig. 19(a),
the total reflection critical angle is only 16 due to the large

Fig. 18. (a) The schematic of the 260-GHz switch with pulse modulation.
(b) Simulated output waveform of a self-feeding oscillator pair with pulse
modulation.

. All the wave outside of such small “window” is totally
reflected and trapped in the substrate. The radiation efficiency
is therefore greatly reduced. To reduce the substrate wave and
loss, the wafer is thinned near 100 m in some works [7], [25].
In our work, an array of 8 slot antennas is used. Without

having the ground reflector, the bandwidth for impedance
matching 10 dB is over 60 GHz. Compared to the
commonly-used dipole antenna, slot antenna better suppresses
the undesired front side radiation [39], and the wide metal plane
for current conduction reduces loss. Moreover, being a slot
in a ground plane (Fig. 20(a)), the antenna fits better into the
chip layout for a compact, efficient feed-line network. Shorter
distance between antenna elements is also crucial to reduce
the side lobes of the array combined beam. To handle the
reflection issue, a high-resistivity silicon lens is attached to the
chip backside (Fig. 20(b)). The lens is hemispheric, so that the
incident wave in each direction is very close to normal to the
lens surface, thus has the minimum reflection. In HFSS [40],
the simulated directivity of one slot antenna element, including
the 260- m-thick substrate 10 cm , is 7.6 dBi for the radia-
tion into a hypothetical semi-infinite silicon space (Fig. 21(a)).
The directivity is further enhanced by 9 dB in the 8-element
array (Fig. 21(b)). The simulated radiation efficiency from the
antenna array to the inside of the silicon lens is 60%. Even with
30% reflection at the lens surface (calculated in Fig. 19(a)), the
total radiation efficiency (antenna-to-air) is still as high as 42%.
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Fig. 19. (a) The calculated reflection rate at the silicon-to-air interface. (b) The
illustration of the radiated and reflected waves from an on-chip antenna.

The diameter of the silicon lens is 10 mm, which is 40
larger than the chip thickness . Therefore, the convergence
to the array radiation beam in Fig. 21(b) by the lens is very
small [41]. According to the geometrical optics in Fig. 20(b),
the convergence effect is more significant for large polar angle
, or in another word, for antennas with less directivity. This
is a difference between the previous works, which integrate
silicon lens with single antenna element [41] or an array of
independent elements [7], and our work, where the array beam
is much more concentrated in the vertical direction. Even at the
edge of the main lobe , where the radiation intensity
already drops to 2% of the peak, the deviation of is only
0.7 .
With a hyper-hemispheric lens, more directive radiation

beam and higher EIRP (effective isotropic radiated power) are
expected. However, since the wave radiated from the chip to the
lens is not normal to the lens surface, the total radiated power is
reduced by the higher reflection loss (Fig. 19(a)). Meanwhile,
the beam convergence by the hyper-hemispheric lens makes
it difficult to compare the simulated pattern in Fig. 21 with
measurements. Therefore, hyper-hemispheric lens is not used
in this work.

V. PROTOTYPE AND EXPERIMENTAL RESULTS

The 260-GHz radiator array is implemented using a 65-nm
bulk CMOS technology. Fig. 22 shows the micrograph of the
die, which has an area of 1.5 1.5 mm . Fig. 22 also illustrates
the packaging of the chip and the integration with the silicon
lens. First, the edges of the chip front side is glued onto an FR-4
PCB, which has a hole to expose the chip pads. Then wires are
bonded to connect the chip pads with the PCB pads. Since the
EM field of the slot antennas is concentrated in the back side,
the bond wires do not interfere with the circuit operation. As the

Fig. 20. (a) The implementation of the 260-GHz slot antenna. (b) The 8-ele-
ment on-chip antenna array with a silicon lens attached on the chip back.

die photo shows, the antennas are laid out in the diagonal direc-
tion of the chip; so to align the radiation E-field with that of the
receiver antenna in the measurement, the chip is rotated by 45
whenmounted on the PCB. Next, the silicon lens is pressed onto
the chip backside by a 2-D micromanipulator. The alignment of
the lens with respect to the chip is adjusted until the direction of
the output radiation beam is vertical to the chip. Finally, the lens
is glued with the PCB. The chip consumes 0.8-W power from a
1.2-V DC supply. The large DC current flows through only 40
RF transmission lines 2 m into the transistors, so it is
critical to prevent overheating that may burn down the lines. Un-
fortunately, since the two sides of the chip are occupied by bond
wires and silicon lens respectively, it is not possible to mount a
heat sink for thermal pathway. So a cooling fan mounting to the
front of the chip is used instead. A photo of the packaging is
shown in Fig. 23.
The setup for measuring the radiation frequency and spec-

trum is shown in Fig. 24. The modulation function of the chip is
first turned off. The radiation from the chip is received by a diag-
onal horn antenna (gain 25 dBi) cascaded by a VDI WR-3.4
even-harmonic mixer (EHM). The diode-based mixer is first
forward biased with a 10- A current to operate in the direct
power detection mode. Its output response is much faster than
that of the calorimeter, which greatly helps the initial silicon
lens-to-chip alignment. Next, through a PMP-MD4A diplexer,
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Fig. 21. The simulated radiation pattern of (a) the slot antenna unit and (b) the
8-element slot antenna array.

Fig. 22. The micrograph of the 260-GHz radiator array in CMOS and the in-
tegration of the silicon lens.

an LO signal is fed into the harmonic mixer. The input radiation
signal is mixed with the 16th harmonic of the LO signal, thus
down converted to a low frequency signal 1 GHz . The
IF signal is measured by a spectrum analyzer after amplified by
an LNA (gain 30 dB). The chip radiation frequency is given
by , and in practical, the input
radiation signal can also be mixed with other LO harmonic. In
our measurement, the value of is determined by the fact that

is shifted by 160 MHz if is intentionally changed by
10 MHz. When is 16.19 GHz, the measured IF spectrum
around 1 GHz is obtained (Fig. 25). This gives a measured ra-
diation frequency of 260 GHz. Fig. 25 also shows the measured
phase noise spectrum from 500 kHz to 5MHz. At 1-MHz offset,
the phase noise is 78.3 dBc/Hz. In Fig. 10(a), there are a pair

Fig. 23. The photo of the chip package and the testing setup with sub-harmonic
mixer.

Fig. 24. The block diagram of the testing setups for measuring the radiation
frequency and spectrum of the 260-GHz radiator array.

Fig. 25. The measured baseband spectrum from the sub-harmonic mixer.

of small-value varactors inside each self-feeding oscillator. By
changing the varactor bottom plate bias, , the measured ra-
diation frequency of the chip is changed by 3.7 GHz, shown in
Fig. 26.
The aperture diameter of the horn, , is 5.6 mm [42], which

results in a minimum far-field distance of 54 mm in free space
( , [43], [44]). Due to the silicon lens with a radius of
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Fig. 26. The measured frequency tuning range of the radiated signal.

Fig. 27. The measured radiation pattern of the 260-GHz signal source.

5 mm (equivalent to 17 mm in free space), the
distance between the horn antenna and the silicon lens surface
should be larger than 37 mm. In our measurement, it is 40 mm
(45 mm from the horn to the chip antenna). Next, the radiation
pattern is characterized by rotating the chip in the azimuth and
elevation directions (Fig. 24) with a set of servo motors. The
measured normalized intensity, , in the E-plane
and H-plane is shown in Fig. 27. The directivity of
the chip with the backside radiation is determined by
[43]

(22)

where , the number of measured pattern cuts, equals to 2. For
highly-directive antennas, the two orthogonal planes (E-plane
and H-plane) are adequate [43], [44]. In (22), , which equals
to 90, is the number of measured points within each pattern cut

. The measured directivity of
the chip is 15.2 dBi. The higher side lobes in the measurement
cause the 1.4-dB directivity degradation compared to the simu-
lation in Fig. 21(b). Next, an Erikson PM4 calorimeter is used to
accurately measure the radiation power (Fig. 28).2 At the same
far-field distance, the measured power is , which gives

2The effect of the chip infrared radiation is examined by rotating the powered
chip by 90 , in order to preserve the infrared radiation but block the coupling
at 260 GHz using the polarization orthogonality of the antennas. The thermal
effect is not observed, which may due to the active cooling on the other side
of the PCB. The power measurement is also calibrated using the sub-harmonic
mixer in its direct-power-detection mode (Fig. 24).

Fig. 28. The block diagram of the testing setup for the accurate radiation power
measurement of the 260-GHz radiator array.

Fig. 29. The measured radiation spectrum of the 260-GHz radiator array with
and without the narrow-pulse modulation.

an EIRP of 15.7 dBm based on the Friis equation [45]. This
is equivalent to a 37-mW isotropic source for the same radia-
tion power density. The actual radiation power of our source is
(EIRP Directivity ), which is 0.5 dBm, or 1.1 mW in the
measurement.
Finally, the narrow pulse modulation of the chip is turned on

by injecting a 3.5-GHz sinusoidal signal into the modulation
port. Then by sweeping the LO frequency of the mixer,
the frequencies of other side bands are found. Although the
power of each side band cannot be measured separately by the
power meter, it is still estimated using the mixer, regarding its
relative difference from the single-tone power measured be-
fore. The measured radiation spectrum is plotted in Fig. 29. In
total, 6 side bands are measured above the noise floor. They are
spaced by 3.5 GHz, which gives a null-to-null radiation band-
width of 21 GHz. Fig. 29 also presents the simulated radiation
spectrum, which has a bandwidth as high as 40 GHz. In the
measurement, the radiation frequency can also be continuously
changed by 3.7 GHz as is described earlier. Therefore, the en-
tire spectrum is shifted by the same amount, with moving range
overlap between neighboring sidebands. This means the radia-
tion from our 260-GHz array continuously covers a bandwidth
of 24.7 GHz. In Fig. 29, the lowest measured power of the side
bands is 32 dBm (0.6 W), which is higher than the typical av-
erage power of the incoherent blackbody source inside a Fourier
transform spectroscopy system (0.1 W, [46]). This indicates
the feasibility of integrating the 260-GHz radiator array into an
FTIR-based spectrometer.

VI. CONCLUSIONS

The self-feeding oscillator structure proposed in this paper
achieves the optimum gain conditions for the fundamental
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TABLE I
PERFORMANCE COMPARISON OF SUB-MILLIMETER-WAVE SIGNAL SOURCES IN CMOS

oscillation, and therefore maximizes the device voltage swings
for the nonlinear frequency conversion -to- . Mean-
while, by blocking the negative-feedback loop and the path to
the lossy gate load for the signal at , the available harmonic
power from the transistor is greatly improved. The CMOS
prototype deploying 8 self-feeding units demonstrates an EIRP
of 15.7 dBm and radiated power of 1.1 mW. Meanwhile,
the narrow-pulse modulation scheme of the chip effectively
broadens the radiation spectrum to 24.7 GHz. The performance
of the chip is summarized in Table I, along with a comparison
with other state-of-the-art sub-millimeter-wave CMOS signal
sources. Our 260-GHz radiator array achieves the highest
radiated power, EIRP, and bandwidth in the table.
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